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Interfacial Tension of the Chiral Potts Model 
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We calculate the interfacial tension of the N-state chiral Potts model by solving 
the functional relations for the transfer matrices of the model with skewed 
boundary conditions. Our result is valid for the general physical model (with 
positive Boltzmann weights) and at all subcritical temperatures. The interracial 
tension has been calculated previously for the superintegrable chiral Potts 
model with skewed boundary conditions. Using Z-invariance, Baxter has argued 
that the interfacial tension of this model should be the same as the interfacial 
tension of the general physical model. We show that this is indeed the case. 

KEY WORDS: Statistical mechanics; lattice models; chiral Potts model; 
interfacial tension. 

1. INTRODUCTION 

The interfacial tensions of the chiral Potts model have been calculated 
recently in a series of papers by Baxter. ~'2~ In  the first, the functional rela- 
tions which were originally derived for the model with periodic boundary  
condit ions in refs. 3 and 4 were rederived for the model with skewed 
boundary  conditions. The interfacial tensions were then calculated for the 
model in the zero-temperature limit. They were found to be independent  of 
the vertical rapidities, as was expected from Z-invarianceJ 5) 

This independence implied a shortcut to calculating the interfacial ten- 
sions for the model at arbi trary temperatures; one could choose the vertical 
rapidities so as to make the model "superintegrable." The superintegrable 
chiral Potts model is a nonphysical  model corresponding to a part icular 
choice of the vertical rapidities. This simplifies the functional relations and 
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hence the transfer matrices, making the model easier to solve. The inter- 
facial tensions thus obtained should be the same as those of the physical 
model. This program was carried through in ref. 2 and the interfacial 
tensions and critical exponents calculated. 

There is, however, a potential flaw in this argument. As the superin- 
tegrable chiral Potts model is nonphysical, there is a problem in applying 
Z-invariance, although in refs. 1 and 2 it was argued that the result for the 
interfacial tensions should still hold. 

In this paper, we directly calculate the interfacial tensions, using the 
low-temperature results of ref. 1, but without reference to the superinte- 
grable model. We consider the functional relations of the general physical 
model with skewed boundary conditions at general subcritical tempera- 
tures. We find that the method of solving the functional relations in refs. 6 
and 7 for the model with periodic boundary conditions generalizes with 
only minor modifications to the skewed case. We solve the functional rela- 
tions for a band of L complex largest eigenvalues, and from these we 
calculate the free energy and interfacial tension. We find that this is indeed 
the result given in ref. 2 and hence that the Z-invariance arguments hold. 

In refs. 6 and 7 the free energy was calculated for the homogeneous 
model (with all vertical rapidities equal), and for 12,/I < 1. Here we consider 
an alternating model (with the vertical rapidities alternately p and p' along 
the row), and with IAq[ > 1. We find our result to be the analytical con- 
tinuation of the IRq[ < 1 result, and that the free energy of the alternating 
model is simply the arithmetic mean of the free energy of the homogeneous 
model with vertical rapidities p and p', as we expect from Z-invariance. 15~ 

2. T H E  M O D E L  

Consider the square L x M lattice rotated through 45 deg, shown in 
Fig. 1. It has 2M rows, with L sites in each row, for a total of 2 L M  sites. 
Spins, denoted a;, sit on the sites of the lattice, and take on the integer 
values 0, 1 ..... N -  1. 

We impose the skewed boundary conditions used in ref. 1 in the 
horizontal direction, that is, 

crL+ l =~r I - - r  (2.1) 

where a, and aL+~ are, respectively, the first and last spins in each row, 
and retain normal periodic boundary conditions vertically. Here r (the 
"skew parameter") is some integer, restricted to the interval 0 ~ r ~< N -  1. 
When r = 0, we regain normal periodic boundary conditions. 
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Fig. 1. The  square  lattice with L sites per row and M = 2. The  Bol tzmann weights Wpq and 
ff'p,q in the SW ~ N E  and SE ~ N W  directions, respectively, are indicated. Also shown are 
the horizontal  rapidity variable q and  the a l ternat ing vertical rapidities p and  p' .  

Let co be the primitive root  of unity co = e -'"i/N, and let co~/2 = e~i/N. Let 
k and k' be real parameters,  0 ~ k, k' ~< 1, related by 

k 2 + k '2 = 1 (2.2) 

and let r / be  the real solution to 

, l u =  (1 - k')/(1 + k ' )  (2.3) 

Further,  define the "q-variables" q = {Xq, yq, Itq, ),q, tq} to be a set of com- 
plex numbers related by 

N N .N N kxWq= I , - N  Xq + yq -----k(l -[-Xqyq ), --k/.tq , k y U q = l - k ' l t  N (2.4) 

_ N ( 2 . 5 )  tq = Xq yq, 2q - -  ],l q 

The variables tq and 2q are related by 

1 l + k ' 2 - k 2 t U q  ( 2 , , _ 1 ~ 2 _  r /N_ N 
)tq+'-~q-- k' \)Lq+ lJ rl - u t q N  (2.6) 

tq 

Sets of p- and p'-variables are defined analogously. Due to the relations 
between the variables, there is only one independent parameter  in each of 
these sets. Of  the various automorphisms of the variables that leave these 
relations unchanged (see ref. 4), we use the following: 

R: q ~  {yq,  coXq,•q COtq, 2q I } (2.7) 

q(k, l): q ~ {coky,,, cotXq,~tq, ' r +ttq, 2q '}  (2.8) 

where R = ~(0, 1 ). We shall often write q(k, l) as qkl. 
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Associated with each of the dashed lines in Fig. 1 is a rapidity variable, 
we call it q for the horizontal and p for the vertical lines. In general we can 
allow them to be different for each line, but a "sufficient level of generality" 
is to set all of the horizontal rapidities to the same value q and to allow 
the vertical ones to alternate along the row, taking the values p and p' as 
indicated in the figure. 

Nearest neighbor spins on the lattice interact along SW---, NE edges 
between sites i and j with Boltzmann weight Wpq(a i -  o'j), where (for n an 
integer) 

(IAP~ . . . .  Yq--('OJXp (2.9) 
Wpq(n) = \-~q/ j~=, yp_r q 

and on SE--* NW edges, the spins between sites k and j interact with 
Boltzmann weight [~rp,q(a k --fit')' where 

f i  OJXp, -- cOJXq ~ / ' p , q ( n )  = (~ lp , / Jq)  n ~. (2.10) 
j=l  yq--OJJYp ' 

[We have normalized the weights so that W(0)= i f ( 0 ) =  1. This is the 
normalization used in the functional relations in ref. 1, but is different from 
that used in refs. 6 and 7 for the calculation of the free energy.] The 
weights satisfy the periodicity conditions 

Wpq(n + N ) =  Wpq(n) and [~p,q(n + N) = l~'p,q(n) (2.11) 

which follow from the identities 

i/ ].Ap,~ N N N N N 
{ 1 - -  yp - -Xq  and (~,~p~q)N Yq- -YP (2.12) -- N N -- N .N \ltqJ yq -- Xp Xp -- .X. q 

The Boltzmann weights also satisfy the star-triangle relation 

N--I 
l~qp,(b--d) Wpt,,(a-d ) [~/pq(d--c) 

d=O 

=(fpqfqp,/fpp,) Wpq(a--b) ~/'pp,(b-c) Wqp,(a-c) (2.13) 

for all rapidities p, p', q and for all integers a, b, c. The function fpq is a 
complex-valued function of the p- and q-variables, its Nth power being 

N __ / N  --I1_~ s fpq - detN[ ff'pq(i-- j ) ]  Weq(n) (2.14) 
I 
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where in our normalization 

N-- 1 ( tp - -  (DJtq) y 
detN[ I~'pq( i - - j )  ] = Nm2e i'~lN- 1)(N- "-1/,2 I-I (Xp -- COJXq) j (yp --(.OJyq) j 

j = l  
(2.15) 

We also define a related function g,q, with its Nth power being 

N - - I  

gpq~ ----detN[ g"pq(i--j)] [I  Wpq(n) (2.16) 
;I=0 

The functions fpq and gpq satisfy the following relations: 

(Xp -- Xq)( yp -- yq)(tNp -- t~) 
fpp=gpp=l ,  fpqfqp=gpqgqp=N (Xp~r-- Xq~C)(ypN--y~)(tp--tq ) (2.17) 

The row-to-row transfer matrices T and iF are defined as follows. Let 
the spins in three consecutive rows, each above the other, be a =  
{a,,  a2 ..... aL}, a '=  {a'l, ~" ..... a~.}, and a " =  {a(, a" ..... a t}.  These are the 
bottom three rows of the lattice in Fig. 1. Then T is the N z by N z matrix 
with entries 

L 

T~,.= V[ W,q(aj--aj) ~-Ip,q(O'j+ I --O'j) (2.18) 
j=l 

and iF is the N L by N L matrix with entries 

L 

iFa'a " =  I-I ~Zpq(O'j--Gj ')  Wp,q(Gj- -Of f .+, )  (2.19) 
j = l  

We will regard p and p' as fixed, q as a free variable, and denote the 
dependence of T and iF on q explicitly by Tq and iFq. 

As a result of the star-triangle relation, the transfer matrices satisfy the 
commutation relation 

rq iF~. = (fp,qfps/fpqfp,s) z T,. iFa (2.20) 

for all horizontal rapidities q and s, and for any skew parameter r. 
The commutation relation implies that one can simultaneously 

diagonalize the transfer matrices 7",1 and iFq by the coupled similarity trans- 
formations 

Tq--. P- 'T , ,Q,  iFq__. Q-liF,,p (2.21) 

where P and Q are matrices which are independent of the q-variables. 
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The eigenvectors of  Tq and ~'q, X and y, are the solutions to the 
coupled vector equations 

Tqy = (scalar) x, ~qX = (scalar) y (2.22) 

where the eigenvectors are independent of  q also. 
Multiplying any equation involving the matrices Tq or  7~q (or any of  

the rj matrices, which are defined shortly) on the right by the appropriate 
x or y effectively replaces the matrix by its eigenvalue. Thus any relation 
between the matrices can also be considered as a relation between their 
eigenvalues, and hence our  notat ion does not differentiate between the 
matrices and their eigenvalues. 

The transfer matrices Tq and 7~q are not completely independent. F rom 
Fig. 1, we see that 7~q can be obtained from Tq by interchanging p and p '  

x x 

Ct 

I 11 ttn 
1 

D 
t 

Fig. 2. The cut complex lq plane, with N= 3, with the branch cuts for 2q as a function of 
lq indicated by the bold lines. The zeros of r2(/q) with r= 1 are indicated (x), with L - 1  of 
them surrounding co-" and one at ~oa. The contour %, indicated, surrounds all the zeros 
of r2(/q) except o~a. The domain ~t lies outside the two contours. 
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and relabeling the spins in the rows. In fact, from (2.20), in a diagonal 
representation we have the relation 

( ~/~'q)diag = D(Tq)diag (fpq/fp,q)L (2.23) 

where D is some diagonal matrix which is independent of  q. 
We can choose the variables xp, yp, tp, Xp,, yp,, tp,, Xq, yq, tq so that 

they all lie on the unit circle, and arrange them in the following order: 

and 

arg(xp), arg(xp,) ~ arg(xq) -N< arg(yp), arg(yp,) 

~< arg(yq) ~< arg(cOXp), arg(coXp,) (2.24) 

arg(tp), arg(tp,) ~< arg(tq) ~< arg(cOtp), arg(cotp,) (2.25) 

If  we choose tp, tp,, and tq to satisfy (2.25), then there is a unique choice 
of  xp, Xq, etc., that satisfies (2.24). If  --2n/N<arg(tq)<0, then we have 
[kq[ < 1, and if 0 < a rg( tq )<  2n/N, then we have [2ql > 1, and similarly for 
tp, ~tp and tp,, 2p,. 

X X X X X 
X X X X 

X X 

X X 

X X 

X X X X 

X X 
X X X X 

1/k' 

Fig. 3. The cut 2q plane, showing the branch cuts for tq as a function of 2q. The zeros of the 
polynomial ~(2q) are indicated (x), with ( N -  1 ) L -  r of them lying between the contours ~+ 
and cr and r lying inside the unit circle (the broken line), where we indicate the case r=  1. 
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Once we have chosen the p, p ' ,  and q variables thus, the Boltzmann 
weights (2.9) and (2.10) are real and positive, so the model is physical. 

The variables tq and )',1 are related by (2.6), so that 2q is a two-valued 
function of tq, and tq is an N-valued function of 2q. The Riemann surface 
for 2q as a function of t ,  consists of two complex tq planes (or "sheets") 
joined at the branch cuts shown in Fig. 2 (for N =  3). The N branch cuts 
lie between the points tq = co Jr/and coJll-1, where j = 0, 1 ..... N -  1. When tq 
is continued along the unit circle through any of the branch cuts, it goes 
from the sheet on which [2ql > 1 to the sheet on which 12,11 < 1, or vice 
versa. 

On the other hand, the Riemann surface for tq a s  a function of 2q con- 
sists of N sheets, joined at branch cuts between the points 0, k'  and 1/k', Go, 
which are shown in Fig. 3. 

2.1. The Par t i t ion  Funct ion  and In ter fac ia l  Tension 

The interfacial tension is defined as follows. For nonskewed boundary 
conditions, r = 0, the system has a ferromagnetically ordered ground state. 
This means that at sufficiently low temperatures (in particular, in the zero- 
temperature limit k' ~ 0), one would expect to see the majority of the spins 
in the same state, cr say, where 0 ~< a ~ N -  1, the N possible ground states 
occurring with equal probability. 

When r =  1, the system should still have an ordered lowest-energy state 
in the limit k ' ~  0, but the skewed boundary conditions are incompatible 
with all the spins being in the same state throughout the entire lattice. 
Down one vertical boundary, the spins are in state a, while down the 
other, they are in state a - 1 .  In between, in the zero-temperature limit, 
there must be some line running down the lattice separating these two 
phases of the system; this interface may meander to the left or right, but the 
mean direction will be downward. 

Still considering the limit k'  --* 0, but with r = 2, spins near one bound- 
ary of the lattice will be once more in some state a, while those near the 
other will be in state a - 2 .  In between, there are a priori two possibilities. 

One is that there will be a single interface separating the two phases 
of the system, with spins cr to the left and a - 2 to the right, and spins tr - 1 
not occurring. Otherwise, spins in state a - 1  could occur between the 
phases a and t r -  2, and so there would be two interfaces running down the 
lattice. In the latter case, the phase c r -  1 is said to wet the a, a -  2 phases. 

The r > 2 case is the obvious generalization of the r = 2 case. 
These interfaces should be well defined in the k ' ~  0 limit, with dif- 

ferent phases of the system containing spins of only the one value. As k' 
increases, the system will become more disordered, and the interfaces will 
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widen and begin to blur. The various phases will now no longer have all 
spins identical, but, for instance, the phase a will still have the majori ty of  
its spins in the state cr. As k '  ---, 1, the system has a phase transition into a 
completely disordered state. 

Associated with each of these interfaces is a surplus of  energy needed 
to break the ground-state  configuration. This energy is called the interfacial 
tension. 

The parti t ion function of the chiral Ports model  with a skew 
paramete r  r on our  L x M lattice is defined as 

Z , = ~  I~ W(a,-aj) YI t'V((r,-ok) (2.26) 
{or} <i,j) ( i . k )  

where the sum is over  all the values of  all the spins a, and the products  are 
over all the SW ~ N E  edges ( i ,  j ) ,  and all SE ~ N W  edges ( i ,  k ) .  In 
terms of the eigenvalues Tq i",1, this is 

Z,. = E  (Tq r M (2.27) 

where the sum is over all N L eigenvalues. 
For  large L and M, the part i t ion function will be of  the form 

Z,. ~ exp[(  -2LM~b -- ME~)/kB~--] (2.28) 

where ~b, the free energy per site in the thermodynamic  limit, is defined as 

--r = lim (2LM) - I  In Zr  (2.29) 
L . M ~  o'~ 

The interfacial tension ~ between phases a and a - r  is defined as 

--er/kB#-= lim M-l  ln(ZJZo) (2.30) 
L , M ~  oc 

where k B is Bol tzmann's  constant  and J -  is the temperature.  

2.2. The Functional Relations 

The functional relations for the model  with skewed boundary  condi- 
tions which are derived in ref. 1 are summarized here. Define the functions 

~Z( tq) = [ (Oltpltp,(  l p - -  tq)(  t p , -  tq) ] L (2.31) 

N N N N t L O~q = [ 2 q ( y p  - -  Xq  ) ( y p ,  - -  Xq )/k ] (2.32) 

~ q =  [ 2 q ~ ( y ~ _  N N N,,k, IL (2.33) Y q ) ( Y p ' - -  y q  1/ J 
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where (2.32) and (2.33) can be written as 

% = [ k ' ( 1  - ;t,,,tq)( 1 - 2p,2,,)lk'-2q] L 
(2.34) 

~q = [ k'(,~q -- 2p)( 2q -- 2p, )/k22q] L 

so if we write 0tq--- ~()].q), then ~q=OC(1/Aq).  
The functional relations below define the set of matrices ~j( lq) ,  j = 0 ..... 

N + 1, and the transfer matrices Tq and ~,r The rj matrices, whose entries 
are all polynomials in tq of degree at most ( j -  1 ) L, are related by 

ro(tq) =0,  rl(tq) = I  (2.35) 

rj(COtq) r2(tq) =co~Xz(cOtq) rj_ l(fO2tq) + "Cj+ l(tq) (2.36) 

rN+ l(tq)=CO~XZ(tq) rN_l(COtq) + (~q + ~q) I (2.37) 

where I is the identity matrix, and X is the spin-shift operator, an N L by 
N L matrix with entries 

L 
X~.o ' =  I-[ 6(aj, a~ + 1) (2.38) 

j = l  

where the Kronecker delta functions are interpreted modulo N. 
We have the following functional relation, relating the matrix Tq = 

T(xq,  yq, llq) to  the matrix Z2(tq): 

l"2(tq) r ( xq ,  COyq, l%) = ,o"X [ ,ogp/tp, (Xp ~ _yq)( t p , -  tq)] L r(Xq,  yq, ~lq) 
L yp, -- yq J 

+[ (YP'--'Oyq)(tP--f'Olq)]LT(Xq,(O2yq,]lq) (2.39) 
Xp--(_Oyq ] 

We use the following notation: for all complex numbers x and y and 
all integers m and n, let 

f f i  (x-coJy) ,  n>_.m 
(x, y) ..... = ~J=;~+' (2.40) 

[ =,I~[+ (x--c~ - ' ,  n<~m 
j 1 

and define the following functions for all integers j, k, l such that j = k + 1: 

A qlk'l) ---- ( YP' Xq)O'l- l--- ~'~'~,,I ( yq' . . . .  Xp)-k,o ( Yq, Yp')o.u-k- t (2.41) 
N/l~ /L:,(x~,, Xq)_l.l_ i 

N L -- I j) = [ r tp, tq) _ l . j -  ,/( Y~p - X q )] (2.42) 
- -  ( j )  _ _  - - j  N N L Xq )'] H p,q - [lUp, (tp,, tq)j_ I . N - J ( X p , -  (2.43) 
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Define 

=-~j~ . . . . .  k ,~ Ik.t, vk.f. (2.44) ~ q - - w  ..Lq .,.x *4'kl  

^ ^ 
where Tqk/= T(ogkyq, cO~Xq, lZ,7'). It can be shown that -q=~J~ depends on k 
and 1 only via j = k + I. We then have the functional relation 

Tq~J)  _ -~j~ + co#X-iH~lrN_j(CMtq) q - Hp,qrj(tq) (2.45) 

Finally, we define the matrix S(xq, yq) a s  follows: 

S ( x q ,  y q ) = C ( X ~ - -  , N  ( N - - I , L  ' - -  ) ,1 ) T(coJXq, yq) (2.46) 
j = l  

In ref. 7 it was shown that its entries are actually polynomials in 2q of 
degree ( N -  1 ) L. For our calculations it is appropriate to define the related 
matrix ~(2q) = 2 ~N-q " 'S(2 ,7 ' )  as 

~.~(/~r - -  ~ ] { N - -  I )L  I ~ N  ~ N , ( N - -  , )L 

5' N=I-~I (yp--OgJXq'~ jL ~(cOJyq, Xq) (2.47) 
x= ,=o 

where we choose the q-independent constant c to be 

C = N - - N L / 2 ( ) t p J . p . )  { N -  , ,L/4  (2.48) 

If we can determine the matrices "rj(lq) and S(2q), then we can use 
Eq. (2.45) to calculate the transfer matrix T u. For, (2.45) defines a set of 
N equations, where j =  0, 1 ..... N -  1. If we take the product of these N 
equations, then the right-hand side will be a known function of tq and 2 u, 
and the left-hand side will be proportional to TNS(2q): Then ~Pq follows 
from (2.23), and we can compute the eigenvahaes of TqTq. 

In Sections 3 and 4 we find integral expressions for the eigenvalues of 
the matrices rj(tq) and ,~(,~q) which are valid in appropriate domains of the 
tq and/].q planes, and we use these to calculate a band of L complex largest 
eigenvalues of T,I ~Pq in the large-L limit. From this band of eigenvalues we 
can determine the free energy and interfacial tension of the model. 

2.3. The Solution 

In refs. 6 and 7, the free energy of the chiral Potts model was 
calculated for [).p[, 12ql <1 and -2n /N<arg( tp ) ,  arg(tq)<0,  and with 
p = p ' .  Define the functions A(2p, tq) and B(2p, 2q) as 
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A ( 2 p ' t q ) - 2 n  o 1-~2pe'----'-vj~l (N- j ) ln[c~176  (2.49) 

=1__1_ f2, i2 ,  1 + ~.pe iO 1 -+. ~qe i4j 
B(2p, 2q) 8n 2 Jo _ 1 - Ape i~ 1 - 2qe i~ 

N--I 
x ,~, ( N -  2j) ln[oo-J/2A(0) -- coJ/2A(r dO d~b (2.50) 

j = ]  

where zJ(O) is the function 

A(O) = [ ( 1 + k '2 - 2k' cos O)/k 2 ] ~/N (2.51 ) 

where we choose A(O) to be real when 0 is real. 
With r = 0 (periodic boundary conditions), there is a unique maximum 

eigenvalue, given by 

N In( Tq ~q) = 2 L [ N  In gpq + � 89  1 ) ln(2q/2p) 

+ A(Ap, tq) - A(2q, tp) - B(27, 2q)] (2.52) 

for L large, and so the free energy per site ~O is given by 

- N $ / k B  3- = N In gpq + �89  1 ) ln(Aq/2p) 

+ A(Ap, tq) - A(2q, tp) -- B(2~, 2q) (2.53) 

[Note that the functions Apq=A(J.p, tq) and npq=B().p, ~.q) differ slightly 
from their definitions in ref. 7.] 

Following ref. 1, we will be considering the region 12ql > 1, 0 <  
arg(tq) <2n/N.  The model here is physical also, and the maximum eigen- 
value should be given by the analytical continuation of (2.52). By writing 
Eqs. (2.49) and (2.50) as integrals around the unit circle, and deforming the 
contours of integration as J.q crosses the unit circle, we find that A(2q, lp) 
and B(2~,J.q) have the following analytical continuation formulas for 
12ql > 1; 

N - - I  
A,,c(2q, t.) = -A(1 /2q ,  tp) + 2 ~ ( N - - j )  ln(co-:/2tq- r (2.54) 

j = l  

B.c( Ap, J.q) = --B(2., 1/~.q) + A(2., tq) -- C( ).p, tq) (2.55) 

where we define the function C(2,, tq) as 

= 1  ~2. 1 + Ape i~ N-~, i 
C(2,, tq) j l n [  co-J/2A(O)--oj/2tq] dO (2.56) 

2n J,o 1-- 2pei~ j_z" 1= 
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When IAql > 1, the eigenvalue Tq~Pq is therefore given by (2.52), but 
with the integrals A and B replaced by their analytic continuations here 
defined; so we have for IAql > 1 

N In( 7",1 ~Pq) = 2LEpq (2.57) 

where we define 

gpq = N In gpq + �89  1 ) ln()~q/2p) + A(Aq 1, tp) + C(2p, tq) + B(2p, 2,~ -t ) 

N - - 1  

--2 ~ (N-j)ln[co-J/2tq--CoJ/2tp] (2.58) 
j= l  

and so the free energy is 

-N~b/kB~ = Epq (2.59) 

The interfacial tension er was found in ref. 2 for the superintegrable chiral 
Potts model, where it was argued that it should be the same as that of the 
general physical model. We define the function 

1 f 1/,1 h'(my) 
vr=r ln l tq_ lnA(co- i /2mtq)+~inh(~ im)+mj  _ _  ~ . l ( ~ q ,  y) dy 

rth( my ) 
(2.60) 

where m is some complex number, and the functions A(t), h(t), and ~(2, t) 
are, respectively, 

A(t) = f i  (1 +coJ-~r+l)/~-t) (2.61) 
j = l  

h(t) = A(co -1/2t) A(co l/2t) (2.62) 

_, [ I l 
~(2, t ) = t a n  -2--~-~\ tN__rIN j j (2.63) 

I 

when 1/< t < r/- 1. The interfacial tension was found in ref. 2 to be 

e,/ka~- = 2(Vr)saddie  (2.64) 

where by (Vr)sadme we mean (2.60) evaluated at its saddle point in the 
complex m plane. 

3. THE LOW-TEMPERATURE LIMIT,  k ' - *O 

In order to solve the functional relations of the last section, we first 
consider the low-temperature k ' - ,  0 limit of ref. 1. In taking the limit 
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k' ~ 0, we can choose the solutions of  (2.4) and (2.5) so that xp, yp, xp,, 
yp,, .Vq--* 1, while yq, tip, and/~p, are held fixed. This implies that tq = yq, 
where 0 < a r g ( t q ) < 2 n / N ;  also 12ql > 1 and 12pl, IXp, I < 1. It is shown in 
ref. 1 that in this limit the matrix Tq simplifies, so that we can write 

T,,=/t,;~F(tq) (3.1) 

where F(lq) is a matrix whose entries are polynomials in fq of degree at 
most r. If  we let F(lq) also denote an eigenvalue of  this matrix, then (2.39) 
becomes 

"C2(tq) F((Olq)=for+Q[cO/lp/lp,(1--tq)]L F(lq)q-(1 --COtq)L F(cO2lq) (3.2) 

The zeros of F(tq) were  calculated in ref. 1 as the solutions to a set of  
Bethe-ansatz type equations. Let the zeros of F(tq) be tq-----e 2i~j f o r j  = 1,..., r, 
SO 

F(tq) ~: (-I (1--e-2iajtq) (3.3) 
j = l  

where the proportionali ty constant is independent of  lq. 
In ref. 1, Baxter notes that there are two distinct types of eigenvector 

for r>~ 2. The eigenvectors are either combinations of  "plane waves" or 
"bound states," and Baxter notes that the fully bound states give the 
greater contribution to the partition function. Letting e = Ilzp~tp, I, then for 
L large, these satisfy 

le~ s i n ( ~ t - r n / N ) / s i n ~ , l =  l, %=~] + ( 1 - j )  rc/N (3.4) 

We can gain some insight into the location of the zeros of  F(tq) and 
r2(/q) by considering the limit e ~ 0 and then varying e to see how the loca- 
tion of  the zeros depends on e. In order to maintain the first equation of 
(3.4) as e ~  0, we choose ct I = n n ,  where 17 is an arbitrary integer. Then 
from the second equation of (3.4), we have % =  - n n  + (1 - j ) r c /N ,  and as 
17 is arbitrary, we can choose o~j = ( 1 - j) n/N, j = 1 ..... r, for the bound-state 
solutions. With this choice, the polynomial F(tq) is given by 

F(tq)= ~-[ (1-(oJ-ltq) (3.5) 
j = l  

This is a polynomial of degree r which has simple zeros lying exactly at the 
roots of unity 1, co-~ ..... co ] -". 
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As e = 0, the first term of  the right-hand side of  (3.2) vanishes, s o  "r 

is given by 

r2(tq) = (1 - (-Dtq) L -  1 (1 -- CO r+ ltq) (3.6) 

This is a polynomial  of degree L, which has a zero of  multiplicity L - 1 at 
co - l ,  and a simple zero at co - r -~ .  For  r = 0 ,  r2(tq) = (1  --09lq) L, SO we see 
that a nonzero skew parameter  shifts one of  the zeros of  z2(tq) from r.o - I  
to another root  of  unity. 

Similarly, we calculate the other "cj(tq) functions in the e ~  0 limit. 
F rom (2.31), Z( tq ) -~0 ,  so Eqs. (2.35)-(2.37) imply 

j - - I  j - -1 
"cj(tq)= I-I r2(COk-ltq) = YI  (1--09ktq) t - I  (1--o)r+ktq) (3.7) 

k = l  k = l  

Once again, the introduction of  the skew parameter  r merely shifts some of  
the zeros of  the polynomials zj(tq). 

We then increase e to a small but nonzero value (still considering the 
limit k' ~ 0). All of  the zeros of  the polynomials F(tq) and ~:j(tq) will move 
out from the roots of  unity as e increases, but  only by a small amount.  In 
fact, we find that they lie on circles centered at roots of  unity, with radii 
that  are proport ional  to positive powers of  e. Hence (3.3) becomes 

F ( t q ) =  f i  (aj--ogj-ltq) (3.8) 
j=l 

where the aj are given up to constants of  order unity by 

1 - a l = O ( e r ) ,  a j = a ] + O ( e  r  for j = 2  ..... r (3.9) 

(There are in fact L possible choices for a l ,  spaced around a circle with a 
radius that is proport ional  to e'. The particular choice of  a~ determines the 
other a j, and different choices of  a~ define different bound-state eigen- 
values.) In particular, for e nonzero, we find that "r has a circle o f L -  1 
zeros surrounding co- i ,  with a radius proport ional  to e when r = 1 and 
e L/r ~) otherwise, and a single outlier which is a distance proport ional  to 
e r from co - r -1 .  

3.1. General izat ion  to  Arbitrary k' 

We can use this information to work out integral formulas for the 
polynomials "t'2i/q) , "t'3(tq) ..... ~'N(lq) in the large-lattice L ~ oo limit. We will 
use Cauchy's  integral formula to write expressions for the polynomials by 
surrounding their zeros by contours,  and obtain integral expressions that 
are valid outside the contour.  

822/82/I-2-2 
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We have located the zeros in the limit k'  ~ 0, and for e small but non- 
zero. We wish to vary k' also, so our results will be useful at arbitrary 
temperatures, and in particular valid as the system approaches criticality. 

The zeros of zz(t q) may move further as k' increases, and the ring they 
lie on will surround the branch cut for /~q as a function of tq. The zeros of 
"C3(tq) ..... ~N(tq) will move likewise as we increase k', but for k'  small 
enough, will still lie in a neighborhood of the roots of unity around which 
they originally lay. 

When r = 0 ,  we see that the zeros of these polynomials will be 
clustered around all the roots of unity except lq = 1. Thus there will exist 
a domain in the complex tq plane which excludes all the zeros of the 
functions r2(tq)r=O, z3(tq)r= 0 ..... ~N(tq)r~O, but which will contain a 
neighborhood of tq= 1. We call this domain ~,. Thus ~j(tq) c a n  have at 
most a simple zero in ~,. This domain also excludes the branch cuts for 2q 

as a function of tq, apart from the one between r /and 1/1 I. 

3.2. The Polynomial T2(t.) 

We follow the method of refs. 6 and 7. From Eqs. (2.36) and (2.37), 
we see that 

r 2 ( t q )  ~2(cotq) . . .  '[72(co N -  llq) = O~q -~ ~q -~- ~ (3.10) 

where ~ is a sum of products of the polynomials r2 and z. The left-hand 
N of degree L, which we will call M(tq). side of (3.10) is a polynomial in tq 

Let its zeros be at a~ ..... a N L,  SO 

L 
M(tq) oc ~ N N (aj -- tq ) (3.11) 

j = l  

(In the limits k', e---, 0, we found a j =  1 , j =  1 ..... L; for k' and c different from 
zero, we expect the aj to lie in some neighborhood of unity.) Following our 
comments regarding the location of the zeros in the k'  ~ 0 limit, we can 
write 

L 
r2(lq) OC (a , - -cor+l tq)  ~ (aj--cotq) ( 3 . 1 2 )  

j=2 

The zeros of M(tq) will occur in N sets of L, clustered around the 
roots of unity 1, 09 ..... coN- 1. Let cr be a simple closed contour oriented in 
the positive direction which surrounds all the zeros of M(tq) that lie near 
the point co-l,  i.e., ~g, just surrounds the hole in ~, around co-~. Then 
inside cr lie the L -  1 zeros of r2(tq) that are made up of the L original 
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zeros of  the polynomial ,  less the one that  was shifted; and the shifted zero 
of T2(co-rtq). 

Let a = a ~ ,  so co-~a is the zero of T2(tq) which gets shifted when the 
boundary  conditions are skewed. Then using Cauchy's  integral formula and 
Eq. (3.12), then integrating, we can write 

{ a-cos } 1_~. lnC(t-s)~lnM(t)dt 
In r2(S) a-cor+ls =2hi :~, (3.13) 

where C is a constant  of  integration, to be determined. This form of r2(s) 
is valid whenever s is outside cg). 

Consider the limit L ~ ~ .  F rom the low-temperature  limit, when k '  
and e ~ 0 with k'  ,~ e N/2, we note the following: 

0Zq = O(1), ~q = o(8NI-), Z(tq) = o ( 8 L ) ,  "c2(tq)  ~< O(1) (3.14) 

With this in mind, the dominant  term in (3.10) is 0Z v, all the other terms 
decaying exponential ly to zero as L ~ ~ .  If  we assume that  this behavior  
holds for general k'  and e, then in the L-- ,  ~ limit, we may  replace M(tq) 
with 0Zq. Substituting this into (3.13), we have the exact expression 

I ! d 
In %(s) a_co~+lsJ=2ni~,~,In C(s-t)-c~ln~(M dt (3.15) 

for L large and s outside ~,. The it occurring in the integrand is chosen so 
that 12[ > 1, to be consistent with the low-temperature-l imit  calculations. 
This integral is taken around the contour  of  integration cg, on the ]itq[ > 1 
sheet of  the tq Riemann surface. However,  the integrand of (3.15) is now 
analytic inside the part  of  the cut lq plane that  lies inside off, [ the  function 
g(it) has zeros when 2 =itp or itp,, but as litpl, litp, I < 1, the zeros of  0Z(2) lie 
on the other lq plane] .  We can thus shrink the contour  of  integration down 
until it just  surrounds the branch cut from ~o-~r/ to co-~r/- t .  

As t goes a round this branch cut in the t plane, it goes once around 
the unit circle in the it plane in the positive direction. Changing variables 
from t to it in the integral, we obtain 

In z~(s) a - o) r+ lsJ = 2ni~,ez In C(s - t) -d2 In if(2) dit (3.16) 

where %, represents the unit circle in the it plane. 
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The constant C is evaluated from the L-- .  oo limit of (3.10). We then 
make the substitution 2 = e  w, so t=co-~A(O). Replacing s by tq, W e  have 

In ~z2(tq) a--cotq l 
l a -- COt + ltqJ 

L 2~(ll+2Pei~ 11 ~J+2p'ei~ 
= 4-~ fo _2pe,O+ ln[A(0)--cot,,] dO (3.17) 

as our integral formula for z2(tq), which we can write as 

r2(tq) a--co'+ltq'c,(tq)r_ o (3.18) 
a - -  coIq - - 

This expression is exact subject to our assumptions about the location of 
the zeros, for tq outside % and L large. 

3.3. The Polynomials Tj(tq) 

We can use Eqs. (2.35)-(2.37) together with (3.18) to derive an expres- 
sion for the functions Z'3( tq)  ..... rN(tq) in the limit L ~ o o .  Iterating 
(2.35)-(2.37), we have 

~j(tq) = ~2(tq) r2(cotq) ""  r2(coJ-2tq) + ~' (3.19) 

where ~' is a function made up of sums of products of r 2 and z functions 
as before. As long a s  tq is not a zero of any of the r2 functions appearing 
in this formula (i.e., for lq in ~,), then the z functions will be exponentially 
smaller than any of the r2 functions, and therefore negligible as L ~ oo. 
Therefore, we have 

j--I  
"cj(lq) = I"I r2( cok- ltq) (3.20) 

k=l  

which is valid for L large and for tq ~ ~,. 

3.4. Possible Values of a 

We noted that there were L values a could take in the k' --* 0 limit, and 
each one corresponded to a different bound-state eigenvalue of the transfer 
matrix. For general k' we derive an equation for the possible values of a as 
follows. Consider t he j=N-r  case of Eq. (2.45). In the k ' ~  0 limit we see 
from (3.1) and (3.8) that Tq has a zero when tq=a, and we see later that 
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this is true for k '  nonzero also ( though we do not assume it here). F rom 
(3.20) and (3.18), remembering that when r = 0  the zeros of  z2(tq) are 
clustered around co -1, we can see that the polynomials Tr(O3N-rtq) and 
"CN_,.(tq) are both  nonzero at tq = a. If  we then substitute tq = a into (2.45), 
the relation becomes 

H p,q-(N--r)/H pq(N--r) = __(1)jr+ Qrr(Og~--ra)/rN_r(a) (3.21) 

which can be written using (3.20) and (3.17) as 

L In I (o)ltpbtp, ) r f i  ( tp --m-Ja)( tp, - Co-:a) ] 
j = l  

L 2= 
= Q l n o g + ~  fo (11+2"ei~176 

x ~, ln{[A(O)-co-Ja][A(O)-~-J+la]}  dO 
j = l  

(3.22) 

This integral equation is exact in the limit L ~ 0% and for finite L it is 
exact up to terms that vanish exponentially with L. We have plotted the 
various allowed values of  a in Fig. 4, numerically solving the equation for 
L = 6 0  and k'  =0.104, tp= 11/20,/~p= 1/2. Note that there are L possible 
values for a, that  they lie on a closed contour  surrounding the branch cut 
for 2q as a function of  lq, and that they are distributed nonuniformly 
around this contour.  As L ~ ~ ,  the solutions to (3.22) become densely 
spaced on this contour.  
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Fig. 4. Solutions to Eq. (3.22) for N=3, r= 1, k'=0.104, 2p= 1/8, {p= 11/20, and L=60. 
The branch cut for 2q as a function of lq  is shown in bold, between the branch points t I and 
I/11 
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4. THE POLYNOMIAL B(Aq) 

4.1. The k ' - ,  0 Limit Again 

We now derive an expression for the polynomial  ~(;tq), which was 
defined in Eq. (2.47). Call the RHS of (2.45) rj(tq, )].q), j = 0 ,  1 ..... N -  1; as 
the polynomials  Zj(tq) and TN_j(~OJtq) for j = 0 ,  1 ..... N - - 1  are exactly 
known functions of  lq for t q ~ t ,  SO the function rj(tq, ,~q) is an exactly 
known function of ~.q and tq for tqE~ t. The zeros of rj(tq, ,~q) are zeros of  
any of the functions on the LHS of (2.45), i.e., zeros of  either Tq, ~gjo, or 
A(qJ .~ 

We need to locate the zeros of  ~(2q), and as per the last section, we 
start  by considering the limit k'--* O. Then (2.41)-(2.43) become 

"-q/f(J'O) oc (~q ~'lj-N)L' --pr (j) OC (2q]tj--N) L, Hp,q-(J) oc (#~-J/k') L (4.1) 

where all the proport ional i ty  constants  are of  order unity. Also, in this limit 
Tq is given by (3.1), and so if we can locate the zeros of  rj(lq, ,~q) in the 
~q plane, we can identify which belong to 7~ojo and hence to ,.~()].q). 

We first consider briefly what  happens  when r = 0 (the case considered 
in refs. 6 and 7). F r o m  (3.1), Tq is order unity, so all of  the zeros of  rj will 
be zeros of  ~oj0- The zj polynomials  are order unity also, so the functional 
relation simplifies, becoming, for j = 1 ..... N -  1, 

rj oE Cle(N--j)L2qL + C2 k'L (4.2) 

where c~ and c2 are order unity. The zeros of  the functions rj for j =  1 ..... 
N - 1  lie on circles centered at the origin and with radii propor t ional  to 
eN-J/k ', while ro is order unity. All ( N - 1 ) L  of  these zeros are contained 
inside the annulus 1 < ]2ql < 1/k', and these make  up all the zeros of  ~(.~.q). 

Guided by the results of  the last section, we expect that  some of the 
zeros of  ,~(,~.q) will shift when we have r nonzero. F rom Eqs. (3.1), (3.8), 
and (3.9), we see that  when t q ~ t ,  then Tq oc (er-k'2q), with a propor-  
tionality constant  which is order unity. Also, ~j(tq) and ZN_j(COJtq) are 
order unity unless O<~j<<,N-r-1 when TN_j((I)Jtq) OC (er-k'~q), or 
N-r+I<<,j<~N--1 when ~j(tq) OC(er-k'2q). The functional relation 
(2.45) becomes 

rj(tq, ~q) oc CletN--j)Lzj(Iq) ~qL + c2k, LrN_j(cOJtq) (4.3) 

where c~ and c2 are order unity, and rj(tq) or ZN_j(COJtq) is either order 
unity or propor t ional  to ( d - k ' , ~ q ) ,  depending on the value of j .  There are 
N such equations, with j = 0, 1 ..... N -  1. 
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The zeros of rj and ~,ijo are as follows; when j = 0 ,  then 
ro oc (e'-k'~,q),  and so r o has only a single zero, which in fact corresponds 
to the zero of Tq. Thus ~e00 is order unity. 

When 1 ~< j ~< N -  r - 1, then r /has  L zeros lying on circles centered at 
the origin and with radii proportional to e~- / -r /L /k  ', and one outlier at a 
distance proportional to e'/k '. This outlier must belong to Tq, the L zeros 
lying on each of the circles belonging to ~q/o. 

When j = N - r ,  the L zeros of rj lie on a circle centered at the origin 
and with radius proportional to er/k '. One of these must belong to Tq, and 
so the zeros of ~ - , . 0 )  are the remaining L -  1 zeros that lie on the circle. 

Finally, when N - r  + 1 ~< j <~ N -  1, the zeros of r/ consist of L -  1 
points lying on circles centered at the origin and with radii proportional to 
et~-/)L/(L-~)/k ' and one outlier at a distance proportional to er/k '. The 
outlier belongs to Tq, the L -  1 zeros spaced around each of the circles to 

All the zeros of ~#jo, J = I, 2 ..... N- I, are zeros of ,.~(,~q), and thus we 
have located (N- I) L - r zeros of ~(2#), all of which lie outside the unit 
circle, in the annulus bounded by the unit circle and the circle [2q] = Ilk'. 

Let ~j(2q), j= l, 2 ..... N- l, be the polynomial in 2q which has the 
same zeros as rj(tq, ~) when tq e ~. (The j = 0 polynomial is simply a con- 
stant.) Then each Sj(2q) is a polynomial of degree L+ I if j= I ..... 
N-r- I, and degree L if j= N-r,..., N-I. They all contain the factor 
(2q - 2~), where 2~ is the value of 2q corresponding to tq = a, with [2~] > I. 
[This zero belongs to T# in each case, and so is not a zero of ~(2q).] 
Otherwise all of their zeros lie on circles centered at the origin and which 
lie inside the annulus l < [2q[ < Ilk', and ~(2q) contains the factor 

N - - I  
(~t.q--,~a)l--N ]'-[ ~.~j(,~q) (4.4) 

j = l  

From Section 2, the polynomial $(2q) must have ( N - 1 ) L  zeros, so 
there are r zeros still to locate. We have only found the zeros that lie out- 
side the unit circle, so there must be r zeros inside the unit circle. Consider 
the polynomial S(~.q) defined by (2.46). The product of the T(cOLVq, yq) 
functions becomes a product of F(coJtq) functions in the k'--* 0 limit, so 
S(2q) Oc(al--tq)(a2--tq)...(ar--tq), when t q ~ . ~  t. Denote the corre- 
sponding zeros in the 2q plane as 2a,, 2a2 ..... 2a,, where each of the )t~j, 
j =  1 ..... r, are claosen so that 12oil > 1, so that ~(,~.q) also has the factor 

]L I (2q--).~ 1) (4.5) 
j = l  
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Hence in the k' ~ 0 limit, we have located all ( N -  1) L zeros of ~(2q). We 
have 

(2q- 24-11)""" (2q--2a-r I )NI-II ~j(2q) (4.6) 

where the proportionality constant is order unity. 
The distribution of the zeros of ~(2q) is largely the same as the r = 0 

case, and we see again that when r is nonzero, r of the zeros of ~(2q) move 
inside the unit circle. 

4.2. The Polynomial  ,#(hq) for k' Nonzero  

We can now work out an integral equation for the polynomial ~(2q), 
when k' is nonzero and L large. As L ~  o% then from (3.9), we see that 
a j ~ a ,  j =  1 ..... r, and so 2 , j~2a .  Hence for L large, $(2q) has a zero of 
multiplicity r corresponding to the factor ( 2 q -  2~ -~)r. 

For k' nonzero, we expect that the zeros of rj(2q) will still lie in largely 
the same distribution as they do in the k' ~ 0 limit, but that perhaps they 
will shift as k' increases. We still expect ( N - 1 ) L - r  of the zeros to lie 
inside the annulus 1 < [2q[ < I/k',  and that the r-fold zero at 2~ -~ will lie 
inside the region k' < [2q[ < 1. The zeros outside the unit circle can be sur- 
rounded by two contours, one lying just outside the unit circle, called cg_, 
and one lying outside cg_, called ~g+, as indicated in Fig. 3. Both contours 
are contained inside the annulus 1 < ]4q[ < 1/k', and are oriented in the 
positive direction. 

Using Cauchy's integral formula as in the previous section, we have 

d l n g ) ( 2 ) =  1 ~ d2' d 
-~  znta~e. 4 - 4 '  d2' In rj(2') 

1 ~.r d2' d lnrj(2 ' )  
2~zi ~_ 2 -  4' d2' 

(4.7) 

j = 1 ..... N -  1, which is valid when either 2 is inside cd  or outside ~g+. This 
expression is exact for finite L, and we can make it more explicit in the 
limit L ~ ~ .  From the k' ~ 0 limit, we can see that on cg+ the second term 
of (2.45) dominates, while on c g ,  the first does. Define the polynomial ~(2) 
by 

~(2)= H ~j(2) (4.8) 
j~l 
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Then integrating with respect to 2, we have for 2 outside c#+ and t ' e  9, 

(J) j , In ~(2) = cl + ~-~m. d2' In(2 - 2') ~-~7 In HpqZN_j((.Ot) 
+ 

1 
_ _  - - ( j )  t ~. d 2 ' l n ( 2 - 2 ' )  In E np,qT:j(t ) (4.9) 
2 h i  ,,~_ j = 

where cl is a q-independent constant of integration. 
As the functions H~ j~ and /-TtJ~ given by (2.42) and (2.43), respec- - ' p q  , 

tively, only appear as logarithmic derivatives in the integrands, we can 
neglect any factors they possess that are independent of the q-variables (as 
these do not contribute to the integrals), so we have 

N - - I  N - - I  

FI I-I <,.-,oJt') --/L 
/=1 i=1 (4.10) 
N - - I  N - - I  

l-I H/q-lJ~ oc [2'/(2' -- 2p)] ' N - I ) L ,  1--[ ( tp , -W&) jL 
j = l  j = l  

Substituting these and (4.9) into (4.8) and expressing the integrands in 
terms of t' and 2' only (rather than x', y', etc.), and evaluating the integrals 
that contain only 2', we get 

In ~(2) = c2 + ( N -  1 ) In ~q 

+ 21---z/~,,+ d2, in (2_  2,)~/_d_2, in [ NI'- ] '  r u - J  (c~ ] 
j = ~ (t,, - ~o+r  ) / ' J  

1 a s d 2 ' l n ( 2 - Z )  In I-[ r / ( t ' ) ( t / - c~  -/L (4.11) 
2~zi ~_ j= 

(where c_, is a new q-independent constant of integration). The next step, 
following refs. 6 and 7, would be to integrate this expression by parts. 
However, the integrands have branch points when the factor ( a -  t) occurs 
in the argument of the logarithm in the integrands, corresponding to 
branch points at 0, 2~ -1, 2a, and oo in the 2q plane. We use (3.18) and 
(3.20) to manifest the factors ( a - t )  explicitly, writing them as aN--t N, 
which is an analytic function of 2. Once these factors are removed, the 
functions remaining in the integrands contain no branch points, so the 
integrals are then single-valued around their respective contours, and hence 
we can perform an integration by parts. In fact, the resulting integrands 
have no zeros at all between the contours c.g+ and cg_, so both of these 
contours can be shifted to the unit circle and the integrals combined to give 
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where 

and 
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in ~(2) = c 1 + ( N -  1 ) in OZq + ( N -  r - I ) ln(2 - 2.) 

+ T~i~ T2-~ In g(C)- ~ oir (4.12) 

r--, / Nil1 
g ( t ) =  I-[ (a-c~ (a-~~ (4.13) 

j= I --j=r+ I 

U[ t] = 
N - - I  

~, ln[ ( tp--CoJt) yL ( tp, --coJt) JL Zj( t),.=o/Z Jv_j( ogJt)r=o] 
j=l 
N--I 

{ jL ln[ (tp -coJt)( tp,--coJt) ] 
j=l 

+ ( N -  2j) In z2(o9 j -  lt)r=o} 

The polynomial ~(2q) is related to ~(2q) by (4.6), and so we get 

(4.14) 

In ~q(2q) = c3 + ( N -  1 ) In 0Zq + ( N -  r) ln(2q - 2~ -x) 

- r In(2q - 2.) - ( N -  2r) In 2q 

+~m'N ~ 2q------2;d2' In g(t ')-2~i~ 2q------~d2' U[t'] (4.15) 

(where c 3 is independent of q) for 12ql > 1. Finally, we can replace 1/(2,~- 2') 
with (2q + 2 ' ) / [22 ' (2q-  2')] while only adding on a q-independent constant, 
so if we let 2' = e '~ and t' = A(0), then we get finally 

In ~ ( 2 q )  = c 4 + ( N -  1 ) In 8q 

- -'_. [ A (2 ;  1, tp) + A(LT', t.,) + ~(2., 2; ' )  + B(2:,, 2 ; ' ) ]  
+ ( N -  r) ln(2q - 2 71) _ r ln(2q - 2a) 

- ( N -  2r) In 2q  - -  NI(2q) (4.16) 

where we let 

I(2q):4~ii ~ d2' 2q-t- 2t 2' 2q--2 ~ In g(t') (4.17) 
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5. T H E  FREE E N E R G Y  A N D  I N T E R F A C I A L  T E N S I O N  

Consider once again Eq. (2.45), taking k = j ,  l=0 .  From the limit 
k'--+ 0, we see that when 12ql > 1 and L is large, the second term of the 
right-hand side exponentially dominates the first. Thus in the L--+ oo limit, 
we have 

TqA(j,o)'7 e" _ ( J )  J 
+'q ~ ~ljO -- npqTN--j ( ( 'O tq) 

+ an exponentially smaller term (5.1) 

We take the product of this equation over j running from 0 to N -  1 and 
ignore the second term in (5.1), which is negligible for large L. From Eqs. 
(2.41) and (2.42) we have 

N-, [ (O,~,;)N<N- ,,/: N+~, ],. 
I-[ A~q j '~ NN(yp_xq)N (Yp'--~'iYq)J(xp--coN--j--iY,,) y (5.2) 

/ = 0  "= 

and 

1--[ H(p~ ' =  N N N (tp--coN-S-ltq) / (5.3) 
j = O  (Yp --+~q) j = l  

so using these and Eqs. (2.47) and (2.23) we derive an expression for the 
eigenvalues Tq 7rq: 

( Tq ~q)N l.~(,~q)2 

= e --niL(N-- 1 )(N-- 2)13(~.ql~,p~t3)(N-- 1 )LI2 

x (07q) 2<N- 1)(gpq g/q)NS. D N 

N-- I  N - - I  

x I-[ rN-s(cO/tq): l-] [(tq--~oStp)(tq--CoSt/)] -'-(N-j)L (5.4) 
j = 0  j = l  

We take logarithms, substitute in the expression (4.16) for ~(J.q) from the 
previous section, and also note that 

N-- I  
In  TN_j((OJlq) 

j=o 
r - - I  

= --r ln(a N -  t~) + N ~ ln(a -coStq) 
j = 0  

+ lr c(~.p, tq) + c(,,].g, tq)] + L n i ( N -  1)(2N- 1)/6 (5.5) 
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Equation (5.4) contains an unknown multiplicative term, the matrix D N, 
which is independent of q. Because there is already an unknown term [the 
integration constant appearing in (4.16)], we can in fact write all terms 
which are independent of q as a single constant, mpp,, which will be deter- 
mined shortly. We write (5.4) as 

N ln(7",/~q) = mrp, + %q ~- %,q + 2NFq (5.6) 

The function Epq, which is proportional to L, and therefore contributes to 
the bulk part of the partition function, was given in Eq. (2.58), and the 
function Fq, which is independent of L, is given by 

r - - I  

Fq = --r l npq - - ln [ (2q - -2s  + ~. ln(a --r -- I(2q) 
j=o 

(5.7) 

This depends on p and p' only through a (and also 2,), and contributes to 
the interfacial tension. 

The constant mpp, is calculated as follows. Consider the j = N -  1 case 
of Eq. (5.1); ignoring the exponentially small corrections (i.e., assuming L 
is large), the right-hand side is an exactly known function (the rN_j func- 
tion in this case being unity). Applying the automorphism R of Eq. (2.7) to 
both sides, we find 

TRql 'q=(gt ,  qgqr) a and TqTRq=(gt,,,tgqp,) t" (5.8) 

From (5.6), we see that the c o n s t a n t  mpp,.is therefore given by 

where 

2mpp, =/p + / p , -  2N(Fq + Faq ) 

lp = N L  ln( gp,~ gqp) - Epq - Ev.R, I 

(5.9) 

(5.10) 

The function Ep, Rq is defined by the analytic continuation formulas (2.54) 
and (2.55), and we find that lp + lp, = 0. The function FRq is defined in terms 
of the analytic continuation of I()~q) to IRql < 1, and we find that I()~q) 
defined by (4.17) has the analytical continuation formula 

I,c(2q) + I(1/2,t) = In g(tq) (5.11) 

when ]A.q[ < 1, and where g(tq) is given by (4.13). Hence we find that 

mpp, = - N (  Fq + FRq ) = - -N  In( - 2ok'/k 2) (5.12) 
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Let 2vr = 2Fq + mpp,, so 

r - - I  

v~ = r In #q - y '  ln(a - coJtq) + ln[(2q - 22 1)/2,~] 
j = o  

+ �89 In( -k'2~/k 2) +/(2,/) (5.13) 

We can rewrite (5.13) so that it depends only on a, rather than on 
both a and 2~. The contour of integration of I(2q) a s  defined by (4.17) is 
around the unit circle in the )L' plane; if we change the variable of integra- 
tion to t', where t' and 2' are related by (2.6), then we integrate around the 
branch cut between q and l/r/in the t' plane. Writing this as a line integral 
along one side of the cut, we can rewrite I(2q) a s  

1~ ~m t , ) d l n h  

, ,  / 

+ r l n a _ l n (  2q-2 ,~]  
2q / 

(5.14) 

where the functions A(t), h(t), and ~(2, t) are defined by (2.61)-(2.63), 
respectively. Letting m =  -cor/'-/a, we find that vr is given by (2.60). The 
variable a can take on any of the L values allowed by Eq. (3.22). Thus we 
have the following expression for the L largest eigenvalues of the transfer 
matrix: 

N ln( Tq ~Pq) = L(Epq + Ep,q) - 2vr (5.15) 

To calculate the partition function, for large L, the sum in (2.27) will 
be dominated by these L bound-state eigenvalues. As L ~ ~ ,  the sum 
becomes an integral over the allowed values of a, so we write 

Z~ =~ p(a)( Tq f/'q)M d(.I (5.16) 

where p(a) is some distribution function which is independent of M and L. 
Noting that Epq is independent of a, then (2.29) implies that the free energy 
is 

- N ~ / k B J  = �89 + Ep,q) (5.17) 

[which reduces to (2.59), the analytical continuation of the ground-state 
eigenvalue of the.system calculated in refs. 6 and 7, when p = p' ]. Thus the 
interracial tension is given by 

e -Mer/kB:7 = ~  fl(o) e -2Mvr da (5.18) 
d 
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For M large, this integral can be evaluated by the saddle-point method; the 
integral is dominated by the contribution from its saddle point, and so as 
M ~  oo the integral is given by the value of its integrand at its saddle 
point, together with some multiplicative factors with which we are uncon- 
cerned. 

We can now follow the arguments of refs. 1 and 2 regarding the loca- 
tion of the saddle point. In ref. 1 it was demonstrated that in the limit 
k' ~ 0, the function vr possesses a saddle point which is independent of p 
and p', and hence the integral (5.18) can be evaluated by deforming the 
contour of integration to pass through this saddle point. Assuming that this 
holds for general k', then we arrive at (2.64) for the interfacial tension. This 
depends on q but not on p or p'. 

In ref. 2 the interfacial tension was considered in the scaling region, 
k ~ O, k' ~ 1, 11 ~ O, where (2.64) simplifies to 

where 

er/kBg"- = 4pll~N+ -'1/2 sin(nr/N) 

212 (1- xN)'/2 dx= 2fl (1, ~)/n(N + 2) 

(5.19) 

(5.20) 

is a beta function, and depends only on N (and not Jl). Hence in the scaling 
region the interfacial tension is independent of the horizontal rapidity q 
also. From (5.19) it follows that the critical exponent p, defined by 

erOC(#-~--Y)" as ,U--, ~ (5.21) 

is It = 1/2 + 1IN. 
Au-Yang and Perk ~s~ consider the symmetric case tq=CO t/2, 2q= 

[(1 + k ) / ( 1 -  k)] t/2, tr = I. Then Eq. (2.64) for the interracial tension sim- 
plifies, becoming their Eq. (2.73). They also expressed the low-temperature 
interracial tension as a dilogarithm integral, and wrote the next-order 
correction to the scaling region interracial tension (5.19), thus finding the 
crossover exponent ~b = 1 / 2 -  I/N. 

Finally, in both the low-temperature and scaling limits, the interfacial 
tensions satisfy the inequality ej < e k + e t, where j = k + I rood N. Hence in 
both of these limits the system is nonwetting, and is presumably so in the 
entire subcritical region 0 < k' < 1. At zero teperature k' = 0 and criticality 
k ' =  1, the system superwets, i.e., e,.=re~. ~8~ 

6. S U M M A R Y  

In summary, we have directly calculated the partition function of the 
general solvable chiral Potts model for a large rectangular lattice with the 
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skew-periodic bounda ry  condi t ions  (2.1) l inking the left- and r ight-hand 
sides. This gives bo th  the known free energy and the interfacial tension. 
The lat ter  result agrees with that  obta ined  previously by considering the 
super integrable  case and "Z- invar iance"  arguments.  

To do this, we calculated a band of  eigenvalues Tq of  the transfer 
matrix.  They can be thought  of as excitat ions from the ground  state of 
the case with per iodic  b o u n d a r y  condi t ions,  and are character ized by a 
single string of  r zeros of  Tq. [ A t  low temperatures  it takes the simple 
form (3.8).] Presumably  a general exci tat ion (for large L) is s imply an 
appropr i a t e  superposi t ion of  such e lementary  excitations.  (Some work  on 
excitat ions has been done  by M c C o y  and Roan.  (9'~~ 
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